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ABSTRACT

A new algorithm is proposed to extract the facial features
and estimate the control points for facial image warping us-
ing the Principle Component Analysis (PCA) based statistic
face model. In this algorithm, first a full-face model con-
sisting the contour points and the control points is built.
Based on a number of manually marked training samples,
the prior distribution of the full-face model can be obtained
by using the PCA. Given an input face image, first the con-
tour points are obtained by using the recently developed
Bayesian Shape Model (BSM), and then the control points
are estimated from the contour points. Finally, the extracted
face path is normalized using the piece-wise affine triangle
warping algorithm. Experimental results illustrate the effec-
tiveness of the proposed algorithm.

1. INTRODUCTION

In face recognition, one of the main procedures is first match-
ing and extracting the face patch, and then warping it to the
standard view and the normal expression. In this process,
the accuracy in extraction and modeling the face is crucial,
e.g. in [1], the normalized frontal view face is not visually
satisfied since there is no face extraction performed.

The Active Shape/Appearance Models (ASM & AAM)
have been demonstrated to be successful in facial feature
matching[2, 3]. However, in the ASM, the reconstructed
prototype or its geometrical transformed version is regarded
as the final matching result, and hence the accuracy of match-
ing is largely depended on the training samples selected.
Provided there were enough samples, ASM can globally
match the object shapes very well, but with lower local ac-
curacy, i.e. the performance deteriorates under local shape
variations. To overcome this disadvantage, the Bayesian
Shape Model (BSM) is developed [4], where both the global
and local shape deformations are considered: the global
shape variations are modeled by the prior distribution of the
marked samples and the local deformations are constrained

by the measures between the deformable model and the pro-
totype. In this way, object shapes can be extracted with im-
proved accuracy.

Generally, the feature points used by the ASM or BSM
are the outline contours of the facial features, i.e. the out-
lines of the face, eyebrows, eyes, nose and mouth (see Fig.1).
Although these points are enough to describe the shape of a
face, they are insufficient in dealing with face image warp-
ing/normalization. To solve the problem, in [3], the De-
launey triangulation is utilized to partition the area that is
surrounded by the contour points into a set of triangles.
However, this algorithm does not consider the characteris-
tics of the expression/action of the face, and the triangles ob-
tained differ greatly when the position of the contour points
changes.

In this paper, a 2-D full-face model is built based on
the CANDIDE model, which consists of the contour points
and the control points. The contour points include the out-
line of face, eyebrows, eyes, nose and mouse; the control
points are the feature points used for facial image warping.
Based on a number of manually marked training samples,
the prior distribution of the full-face model is obtained by
using PCA. Given an input face image, first the contour
points of the face can be matched accurately by using the
recently developed Bayesian Shape Model (BSM), and the
control points are determined by the matching results ac-
cording to the prior distribution of the full-face model. As a
result, the facial image warping can be performed very eas-
ily using the piece-wise affine algorithm based on the full
face model.

Experimental results for normalizing the BSM matching
results are presented to demonstrate the effectiveness of the
proposed algorithm.

2. MODELING THE FULL FACE USING PCA

The full-face model consists of two point sets: 1. Contour
points: the outline contours of the face, the eyebrows, eyes,
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Fig. 1. Two examples of the manually marked face. ‘o’:
contour points, ‘*’: control points.

Fig. 2. Link the model points to triangles.

nose and mouse; 2. Control points: the points that are useful
for face image warping, but lack image features.

Denoting the full shape model of the face as �s, N refers
to the number of the points,

�s = [
�f
�c
]: (1)

�f represents the contour points and �c indicates the control
points. Fig.1 shows two examples of the marked face, where
‘o’ is the contour point representing the outlines of the face,
eyebrows, eyes, nose and mouth respectively and ‘*’ stands
for the control point.

The PCA is utilized to build the shape model of the face.
First, all the sample face images are manually marked and
normalized/aligned to a standard view by using least square
errors method. Then, we use the following steps to model

Fig. 3. The mean and normalized face models.

the shape variations.
i). Compute the mean of the data, �s = 1

D

PD
i=1 �si,

where D is the number of samples.
ii). Computer the covariance of the data,

M =
1

D � 1

DX

i=1

(�si � �s0) � (�si � �s0)
T : (2)

iii). Compute the eigenvectors, �i, and corresponding
eigenvalues ei of M (sorted so that ei � ei+1).

Therefore, the shape of a face can be reconstructed from
the mean �s0 and the shape parameter, ws:

�s = �s0 +�ws (3)

where � is the matrix containing the t eigenvectors cor-
responding to the largest eigenvalues, � = [�1j�2j:::j�t].
When �s is known, the shape parameter w is given by

ws = �T (�s� �s0) (4)

Normalizing input face image removes the effect of po-
sition/expressions and gives more reliable recognition re-
sults. It can be performed by extracting the facial features
and determining the control points of the face model, and
then applying image warping.

3. MATCHING FACIAL FEATURES USING BSM

The BSM formulates the matching of a deformable model
to the object in a given image as maximizing a posteriori
(MAP) estimation problem [5]. According to the Bayesian
estimation, the joint posterior distribution of f and �f , p(f; �f jd),
is

p(f; �f jd) =
p(djf)p(f; �f)

p(d)
(5)

where p(djf) = p(djf; �f) is the likelihood distribution of
input image data d.

p(f; �f) = p(f j �f)p( �f) (6)

is the joint prior distribution of f and �f .
For a given image d, the MAP estimates, fMAP and

�fMAP , are defined as,

ffMAP ; �fMAP g = argmax
f; �f

fp(f; �f jd)g

= argmax
f; �f

f
p(djf)p(f j �f)p( �f)

p(d)
g (7)

where p( �f) is the distribution of the prototype �f , p(f j �f)
describes the variations between f and �f , and p(djf) indi-
cates the matching between f and the salient features of the
object in image d. Provided the densities in Eq.(7) can be
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modeled as Gibb’s distribution, maximizing the posterior
distribution is equivalent to minimizing the corresponding
energy function of the contour:

ffMAP ; �fMAP g = argmin
f; �f

fEcontourg (8)

where Econtour = Econ +Eint +Eext.
The constraint energy term Econ of the prototype con-

tour is caused by the prior distribution, p( �f), which can be
approximated by p(�s) and modeled by a single Gaussian
distribution [6].

p( �f) _=p(�s) =
exp(� 1

2

Pt
i=1

w2
i

ei
)

(2�)t=2
Qt

k=1 e
1=2
k

(9)

where w is given in Eq.(4). Since �c is unknown, it is set
to �c0. Experiments show that this approximation is accept-
able because generally the variations of �f can represent the
variations of the full-face model. Therefore, the constraint
energy is denoted as

Econ =
1

2

tX
i=1

w2

i

ei
(10)

The variations of the prototypes contour is limited by the
plausible area of the corresponding shape parameters w,

tX
i=1

w2

i

ei
� Mt (11)

The threshold, Mt, is chosen using the �2 distribution [2].
On the other hand, BSM uses a transformational invari-

ant internal energy term, which describes degree of match-
ing between the deformable model f in the image domain
and the prototype �f in the shape domain. Mathematically,
�f and f are related by fi = A �fi + T + �; (1 � i � N),
where A is the transformational matrix, T is a translation
vector. The invariant internal energy term is defined as (see
[7] about the detail of Eq.(14):

Eint(f j �f) = Egint(f j �f) +
1

N

NX
i=1

Elint(fij �f)(12)

Egint(f j �f) =
1

N

NX
i=1

[( �fi � Â�1(fi � t̂))T

�( �fi � Â�1(fi � t̂))] (13)

Elint(fij �f) =
(S1 + S2)AREAproto

AREAaligned
(14)

The external energy term can be calculated as follows
[8].

First, the image d = fd(x; y)g is smoothed using Gaus-
sian function,G�(x; y), d�(x; y) = G�(x; y)�d(x; y). Sec-
ond, the normalized gradient of the smoothed image d� at
each pixel location (x; y), is computed:

dg�(x; y) = (dg�x(x; y); d
g
�y(x; y)); (jjd

g
�(x; y)jj 2 [0; 1]):

, and finally, the external energy is defined as:

Eext(d j f) =

NX
i=1

(1� jjdg�(xi; yi)jj)jn � hj (15)

h(xi; yi) is the direction (unit vector) of the gradient dg�(xi; yi),
and n(xi; yi) indicates the normal vector of the contour f at
point fi = (xi; yi), with jjn(xi; yi)jj = 1 and n(xi; yi) =

[
0 �1
1 0

]vi=jjvijj; vi =
fi+1�fi

jjfi+1�fijj
+ fi�fi�1

jjfi�fi�1jj
is the tan-

gent vector of contour f at point f i.

4. DETERMINING THE CONTROL POINTS FOR
FACIAL IMAGE WARPING

Using the BSM facial feature extraction algorithm, the match-
ing results of the contour points f and �f , and the pose rela-
tionship A and T (between f and �f ) can be obtained. Then,
the contour points in the shape domain is calculated by

�f 0 = A�1(f � T ): (16)

The algorithm to determine the control points correspond-
ing to �f

0

is to estimate the shape parameter ŵs, so that the

contour points �̂f of the reconstructed model �̂s =

�
�̂f
�̂c

�

match �f 0 closely, and hence the corresponding reconstructed
control points �̂c can be regarded as the estimate of the con-
trol points. The detail algorithm is follows,
i). The estimation problem is to find out ŵs, so that the re-

sult �̂f matches �f
0

in the sense of least square errors. From

Eq.(3), �̂f can be calculated by

�̂f = [I 0]

�
�̂f
�̂c

�
= [I 0](�s0 +�ŵs)

= [I 0]�s0 + [I 0]�ŵs (17)

where I is a unity matrix and 0 is a zero matrix. Denoting
�f0 = [I 0]�s0, �f = [I 0]�, and noting that �f0, �f , and �f

0

are known, the shape parameter ŵs can be estimated using

ŵs = �f
T ( �f

0

� �f0) (18)

ii). The control points �̂c can be calculated through ŵs,

�̂c = [0 I ](�s0 +�ŵs) (19)
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Fig. 4. The original (upper row) and the warped (lower row)
face images.

iii). The final full-face contour in the shape domain is rep-

resented by �̂s =

�
�f
0

�̂c

�
and hence its transformed counter-

part in the image domain, s =

�
f

c

�
is s � ŝ = A�̂s+ T .

Fig.4 shows several examples of the warping results us-
ing the proposed face model. The upper row is the orig-
inal faces, while the bottom row is the warped images of
the upper row correspondingly. For example, the first col-
umn of the images illustrates changing the expression to
smile, and the second column stops the smile. It can be
seen from the figure that the face model describes the face
well and by image warping, the expressions of face can be
removed/changed, which is very useful for face recognition.

5. EXPERIMENTAL RESULTS

The experiments are carried out using the BSM toolkit de-
veloped in the Matlab 5.3 Environment. Given an input
face image, the BSM is utilized to match the contour points
of the face model. The matching results are then utilized
to estimate the control points of the face model to obtain
the extracted full face in the image domain. Finally, an im-
age warping algorithm is performed to transfer the extracted
face into the mean of the face model in the shape domain.
Fig.5 presents examples of the experiment results using the
proposed algorithm. The left column is the input face im-
age, the middle column shows the extracted contour points,
and the normalized faces are plotted in the right column.

6. CONCLUSION

In this paper, a full-face model consisting the contour points
and the control points is built based on PCA, and an algo-
rithm is proposed to estimate the control points from the
contour points that are matched by the BSM facial feature
extraction algorithm. Then the warping and normalization
of the extracted face patch can be performed by using piece-
wise affine algorithm. Experimental results demonstrate good

Fig. 5. Facial feature extraction and face normaliza-
tion/warping results.

performance of the proposed algorithm.
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